
IMAGENET - TRAINED CNNS ARE BIASED 
TOWARDS TEXTURE; INCREASING SHAPE 

BIAS IMPROVES ACCURACY AND 
ROBUSTNESS



Hypothesis on mechanism of object recognition

● Contemporary view: shape hypothesis: progressively combine low level 
features into more and more complex objects until the object can be classified

○ Neuroscience view
○ Thought that CNNS operate similarly

● Propose an alternative view texture hypothesis: Object textures are more 
important than global object shape for CNN object recognition

○ CNNS look for (combinations of several) textures to identify objects



Contributions

1. Show that Imagenet trained models have a large texture bias.
2. Texture bias can be changed to shape bias by training on stylized imagenet.
3. Shape bias networks are resilient to many image distortions (including unseen 

distortions).
4. Shape biased networks reach higher performance on classification and object 

detection



Main Result



Imagenet (IN) trained models - 
Response to image modifications 





To Overcome Texture Bias - Train on Stylized 
Imagenet (SIN)



Comparison with BagNets (Restricted RF size Nets)



Baises after Training with stylized Imagenet





Robustness to unseen image distortions





Improved Performance


